1. Visual ChatGTP

Limitations

* Dependence on ChatGPT and VFMs Visual Chat-
GPT relies heavily on ChatGPT to assign tasks and on
VFMs to execute them. The performance of Visual
ChatGPT is thus heavily influenced by the accuracy
and effectiveness of these models.

* Heavy Prompt Engineering Visual ChatGPT requires
a significant amount of prompt engineering to con-
vert VFMs into language and make these model de-
scriptions distinguishable. This process can be time-
consuming and requires expertise in both computer vi-
sion and natural language processing.

LLM

We implement the LLM with ChatGPT [29] (OpenAl “text-davinci-003" version), and
guide the LLM with LangChain

InstructGPT (2022 &1 B) 2—Z%! GPT-3 A& (fl#F text-davinci-001, text-davinci-002
#0 text-davinci-003) 4t#R, FGPT-3#8tk, ENERATBEHITAEIES (reinforcement
learning with human feedback, RLHF) #4778 ; InstructGPT F=4M£]%E L, FHE, {8
EEERNZSHEUIEFRIT LENEE, BACITEIEE ST HRT, BAXRRFMEN
TEEHFIABUBREF,

ChatGPT (2022 11 B) E#t—%, AT l% ChatGPT, OpenAl X InstructGPT XJiFE R
TTH08 (BErE7ETwitter L35 Hopenai (£ T Twitter 238) . XMBE—ERELHERIN
1. X3I7ETF{FEAMpolicy and reward model

MEHIE) GPT-3 FFia, R 7T R/R OpenAl 2{a & BEIChatGPTHI, Ff1E—T GPT-
3.5 A9 1L :

l Large-scale language model pretraining
Training on code

L_ GPT-3 Initial ﬁ Instruction tuning

GPT-3 Series Codex Initial InstructGPT Initial

1 LM + code training then instruction tuning

GPT-3.5 Series l Supervised instruction tuning

RLHF l— ﬁ RLHF




3 B 13 H, MERAZEMIERMRFH/L (Center for Research on Foundation Models,
CRFM) K76 THE<HEEIEEY Alpaca 7B, £ 5.2 75H OpenAl  text-davinci-003
e B e maoig S %R, X LLaMA 7B BTISRTIS. SHBEERESHE, FET 84
EETRE. BER. IEPREFEANBRESE, ZTLHERISED
text-davinci-003 RIESCHRMER, BREAESN. 5TEM, RRBRTIFZE
BERINERE,

3 B 16 H, 7E Alpaca Ei_ 78 T ZEMERIANIE 1S/ Guanaco [RIpIESR! o)1t

3 A 19 H, REMMNARZAEZRAIR. FRAEBEXRS, IMEBRAZE. IMNKZEEMITEF
PR ENE LA, UKIER RS (Systems for Large Models, LM-SYS) %
XE#HET UNFEIR) Vicuna-13B, ETF ShareGPT KERIXIER LLaMA #1THEE, NF
300 ETTRIFERIIZRI/NFETE, SHRAE]T ChatGPT 90% HIGESN, FIE Meta KFIRH

B IIIBESE.

38 23H, "™X/N\FEIE, Chinese-Vicuna E&EH L HEEET, ET LLaMA =80
LoRA AX, AIRERBEIEHITMEKIESEIA,

« Hugging Face #J PEFT2—1E (LoRA BEXIFMRARZ—, BRI ZIMEFPrefix Tuning, P-Tuning. Prompt Tuning) , ®IMAiL
RIEMBEMET Transformer MBS B H TR
« Alpaca¥3g: ik OpenAl § text-davinci-003 2L self-instruct HIUARL 52K 1828 1E (instruction-following) #74s, ALLYER
Alpaca FIIEIE, &EIIGNFEIRRBTBSEE. FILMERLORAGIRML.
o LLMEZARBBE:
o iIB=EE!: llama, bloom, gim%

o IERMIAENIE: alpaca_data. bella_data. guanaco_data%®., BRIIELHIBLIEL, RikifalpacalkKchatgptfiself-instructfi
B, SENESETE:

o MIAAE: lora (4Alpaca-Lora) %, o] A{EMpeftE. & THEEbitsandbytes. deepspeed (5tiftorch.distributedfl
ColossalAl7E#%) . llama.cpp@EUREL, ELORATERLZHE], thBRZSHFESHBRANERMBRIRNAE. EPEMITE
ZHAE:

= hadapter/Z. adapterfi2BIERBHMSE, HRM—LEFISEBTHAE;
= AFEMEXNBARRE.



2. Visual Instruction Tuning

https:// ( B StERITECHIEEM gptd 4R )

The primary goal is to effectively leverage the capabilities of both the pre-trained LLM and visual
model. The network archtecture is illustrated in Figure 1. We choose LLaMA as our LLM f(-)
parameterized by ¢, as its effectiveness has been demonstrated in several open-source language-only

instruction-tuning works. [43, 45, 34].
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Figure 1: LLaVA network architecture.

xsystem—message <STOP> \n
Human : Xipreer <STOP> \n Assistant: X; <STOP> \n
Human : X2 <STOP> \n Assistant: X2 <STOP> \n - - -

instruct

Table 2: The input sequence used to train the model. Only two conversation turns are illustrated
here; in practice, the number of turns varies based on the instruction-following data. In our current
implementation, Xgysten-message = A chat between a curious human and an artificial
intelligence assistant. The assistant gives helpful, detailed, and polite answers
to the human’s questions. and <STOP> = ###. The model is trained to predict the assistant
answers and where to stop, and thus only green sequence/tokens are used to compute the loss in the
auto-regressive model.

Quantitative Evaluation. To have a systematic understanding of the performance of LLaVA, we
aim to leverage a quantitative metric in measuring the model’s instruction-following capability.
Motivated by [45], we leverage GPT-4 to measure the quality of our model’s generated responses.
Specifically, we randomly select 30 images from the COCO validation split, and generate three
types of question (conversation, detailed description, complex reasoning) using the proposed data
generation pipeline. LLaVA predicts the answers based on the question and the visual input image.
GPT-4 makes a reference prediction based on the question, and the ground-truth bounding boxes
and captions, marking an upper bound of the teacher model. After obtaining the response from both
models, we feed the question, visual information (in the format of captions and bounding boxes),
and the generated responses from both assistants, to the GPT-4. GPT-4 evaluates the helpfulness,
relevance, accuracy, and level of details of the responses from the assistants, and give an overall score
on a scale of 1 to 10, where a higher score indicates better overall performance. GPT-4 is also asked
to provide a comprehensive explanation the evaluation, for us to better understand the models.

We vary the training datasets to study the effectiveness of different types of the instruction-following
data. We show the results in Table 3. First, with instruction tuning, the model’s capability of following
the user instructions improves significantly by over 50 points. Second, adding a small amount of the
detailed description and complex reasoning questions contributes to a considerable improvement of
the model’s overall capability by 7 points. Furthermore, it also improves the model’s performance
on conversational questions, suggesting that the overall improvement in the reasoning capability is

| Conversation Detail description ~Complex reasoning ~ All

Full data 83.1 75.3 96.5 85.1
Detail + Complex 81.5 c16) 73.3 20 90.8 (57 81.9 (32
Conv + 5% Detail + 10% Complex | 81.0 21 68.4 1.1 91.5 s0) 80.5 (44
Conversation 76.5 66 59.8 c162) 84.9 (124) 73.8 c113)
No Instruction Tuning 22.0 -611) 24.0 (s13) 18.5 (-180) 21.5 (636)

Table 3: Relative scores for different settings w.z.t. GPT-4 (text-only) on 30 randomly sampled images
from COCO Val 2014. Each image is associated one short question, one detailed question, and one
complex reasoning question, resulting in a total of 90 questions. Following the same setting as our
data generation pipeline, GPT-4 uses ground truth image captions and bounding boxes as visual input.
‘We prompt GPT-4 with the answers from our model outputs and the answers by GPT-4 (text-only),
and let it compare between both responses and give a rating with an explanation.
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Expected output format

Essay score: {score} / 10 and nothing else.

You're a critical and unbiased writing professor. Given an essay, give it a score from 0 to
10. 0 means the essay is trash. 10 means the essay will likely get the students into

Harvard,

Output in the following format
Essay score: {score} / 10 and nothing else.

Here's the essay.

When the internet first came to our house in the early 1990s, so far as | could tell, the
internet was inside of a box. The box required a bunch of technical skill to install, and then

once my dad got the internet working, the interet was green letters on a black screen. |

remember Dad showing my brother and me the things the internet could do. “Look,” he
would say. “The internet can show you what the weather is like right now in Beijing* Then
he would type some line of code into the internet, and it would write back today's weather
in Befjing. “Or.” he would say excitedly, “you can download the entire Apology of Socrates.
For free! And read it right here, in the house."

You're a critical and unbiased writing professor. Given an essay, give it a score from 0 to
10. 0 means the essay is trash. 10 means the essay will likely get the students into

Harvard.

Output in the following format:
Essay score: {score} / 10 and nothing else.

Here's the

When the internet first came to our house in the early 1990s, so far as | could tell, the

internet was inside of a box. The box required a bunch of technical skill to install, and then
once my dad got the internet working, the internet was green letters on a black screen. |
remember Dad showing my brother and me the things the interet could do. “Look," he
right now in Befling” Then
he would type some line of code into the internet, and it would write back today's weather
in Beijing. "Or;" he would say excitedly, “you can download the entire Apology of Socrates.

For free! And read it right here, in the house

e:6/10

This essay is a decent start, with a clear topic senterx a pers o to
engage the reader. However, the essay is quite short and lacks development beyond the

e. The language is simple and s d benefit from more varied
e structures and stronger word choices. Additionally, the essay could use
analysis and reflection on the significance of the anecdote and the broader implications of

the internet's development. Overall, while this essay o ity
kY 2 RS
gnificant revisions ered top-notch RR

1. BPARA—IK: ZERANARFN, BPRE—EN—X. 85T, SRERLE EEEN
—RREABTPRLERERIRM, XEMFILZEBAERN, MXEFETLLMABN S —F
BERIELLMER S R NEARAERAE L.

—NMBEENMER BT IR BEtemperature=0 (platform.openai.com/doc...) F3RHILLMLA B 8RR
MR, BARAECEEMRT KM, BEEHEEREAMINASGNEE. BR—IBH, REH
R E—MSENBEERN, thAeEaE —BNo . MRIBT2HLERBDNEEE, BAEIM

RNDBRIREL.

Same prompt, different scores

. You're a critical and unbiased writing professor. Given an essay, give it a score from 0 to
10. 0 means the essay is trash. 10 means the essay wil likely get the students into

Harvard

Output in the following format.
Essay score: {score) / 10

Here's the essay

en the internet first came to our house in the early 1990s, so far
internet was inside of a box. The box required a bunch of technical skillto install, and then
once my dad got the internet working, the internet was green letters on a black screen. |
remember Dad showing my brother and me the things the internet could do. “Look” he
would say. “The internet can show you what the ng.” Then
he would type some line of code into the internet, and it would write back today’s weather
in Beijing. “Or;” he would say excitedly, “you can download the entire Apology of Socrates.
For free! And read it right here, in the house.”

This essa
internet, which be interesting to some
thesis or purpose, and it does not develop any significant
iting is Clear and easy to follow, but it could benefit from more attention to style and
language. Overall, this essay sho tential, but it needs more depth and polish to be

truly compelling.

. You're a critical and unbiased writing professor. Given an essay, give it a score from 0 to
10. 0 means the essay is trash. 10 means the essay wil likely get the students into

Harvard.

Output in the following format
Essay score: {score} / 10

Here's the essay:

When the internet first came to our house in the early 50 far as | could tel, the
inside of a box. The box required a bunch of technical skill to install, and then
ot the internet working, the internet was green letters on a black s
remember Dad showing my brother and me the things the internet could do. *Log
would say. “The internet can show you the weather is like right now in Beijing.” Then
he would type some line of code into the internet, and it would write back today's weather
in Beljing. *Or;" he ly, *you can download the entire A of Socrates.
in the house."

ot the author's experience with the
early days of the internet, it lacks depth and analysis. The
than a well-crafted academic piece. The author could have exp
internet on society, the technology’s evolution over time, or other topics related

nternet. Additionally, the essay would have benefitted from stronger language, better

organization, and a clearer thesis statement. Overall, the e: s pros
ach its

41 @KW

requires significant improvement to re
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FSSHUA ( Instruction Tuning ) EFFRILE (siR ) KESIERNEL | ISSMBRERR

IESSLAISES CARTRIGRIRIESEENE. XM7TESE EEMRMSESENI4EY)
X, ATHITESHME | HIELFERESHIERESSINAIL. e | BRI ULRISTH
DB EERIAIHEXESEE (fIi , ERFFIZIFFIRIRESHITIIG ) . I8<9RAR , KESRERE
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Ox11 1B LEFIE (RIAEIESR)

SHIMMOIE—MESIA (BHNIES instruction), —MAABEIURSMRA (i) .
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|

: 1 E'APlcollcction Human-written
Human-written Task description

\
1
' v
Task description ' ——  Please answer this question i i &
Please translate the French to English '
H 1]
Optional: | | Demonstrations ' l
Demonstrations ' ! Task description
o »:_I E H NLP Datasets Q: Where is the capital of France? = | P
‘_‘" sl Lhs ! Sentence Question A: Paris. ! Can you recommend some ways
gt on y I Composition Answering H 10 lose weight?
fr: 11 Sagit du cas d'Alexandre Nikitin. ' Q: Where is the capital of Brazil? | I
en: It is the case of Alexander Nikitin. : Textual A: Brasilia )
e Entailment pyhra i Desired output written by human
npu [ sing |
fi: Nous ne savons pas ce qui se passe. : '5;':;';"‘"““ H
e Misc. Input Output !
' 5 Question |
Output T““ NLI [oses) Q: Where is the capital of China? | !
en: We do not know what is happening. E ‘L_‘:‘c F S A: Beijing. E
[ '
1

(a) Instance format (b) Formatting existing datasets

E3: TABACNFmMEESRRZAnTEE, [V

(c) Formatting human needs

1. BRUEBHIBE. BEAWNLPEIRESNARES, BTFHELMAE.
i. DFHEA TR A, FILGET ChatGPT 4R Instruciton, $2E Prompt: “iFRIIXEBRABER— MR EBMIGE"
2. ATHREEURSR, RIRGEIFHALIITHR, OpenAl RIEMATITEERIESE,
i DEATARERA, BRIRZMIEER ChatGPT £, BIEMFPHZM ChatGPT 3IEHE (40 ShareGPT) HEER
ChatGPTARAIEIRESE .,

HIREL S NEBERESHBEEURETRRES, FEENEABFREERIRER, EENHNENAAGE, TMETH
2. WONSINSHMABIER (BESI CoTRARE) IAEMAMEFHRELIERE.

IX A, HixX A

Prompt: """Below is an instruction that describes a task, paired with an input that provides
further context. Write a response that appropriately completes the request.

### Instruction: {instruction}

HiH# Input:{input}

### Response:

Complete: """{output}

0x13 HELMIAME
IELBIBRIIE AR A RNORF, TEEMERNAE:

1. MR RIANARRNZTIELHBOB N RERZR]IULEREHIBORARERINELF. BT REMGS, BIWMBE
FRMREIZ, TR EARARELER 757% L RIMEIFEABUARR . ELRP, BIRMENRANFESRE (B
BIRIGOEEMRE) MBENIRMT —FBANGE . b, STIISAELE, BLMBMARE, ERKESHREMBIEIK
RHER RO TIRIFEIE.

ESZHY: BIMABMREERBTESTANERESES. ERFAESRESBASESHTHEESES (8
BEAN—MBMEESN) , EMEERDIMES LHEBIT . KBMREZEXL THELSHIBECRANRRES LM & A9
MEERI. 15, ERIRETEIEANEROEFEREN—LHR WEREERNTAETTHBEESNER THRBN)
RERE, MMEXESRERAERNRANSIHREISOMED. 1o, BIERESHBIGHRESREATNETRE
BZEZHENERES.

L



Xt1&EHIA (Conversation Tuning) JYTATIEAE —FHRIAMTESHIA, HEMNEILKIESRE
7 e sEOMERE, B9 [XNE] 8.
A EIREART | {"instruction™: ", "input": "", "output™: "", "history": [{"", ""}, {"", ""}}

BARBIXHERS RO FIMEEIET) IR LA R SURRTRE—EL , LAChatGLM-6B AR

76

Prompt: """ [Round 0]

[8): fR4F, REEFSFKAFE—ID)RANG?

E: 4R, BERETARE?

IRound 1l

[8]: AT RATEENRREREAE, RETAEEL?

E: AISEERRNERA O EEFEERANIFZEIEE, BEAHNBRESHERAR, UREMEENNEA.
IRound 2]l

[8): DTEsRRAEE . ATLERERIRETEMLE /5 EE IRk IE?

K. onun
= -

Complete: "ATEEEEIGAIHE BIFRIEIRT]L. REMEBHENEDE, NRZMHLHNZHNBHAFDA, "

OpenAl I T ChatML 8=, EFRIBEIEERA:

Prompt: """<|im_start|>system

You are ChatGPT, a large language model trained by OpenAI. Answer as concisely as possible.
Knowledge cutoff: 2021-09-01

Current date: 2023-03-01<|im_end|>

<|im_start|>user

How are you<|im_end|>

<|im_start|>assistant

I am doing well!<|im_end|>

<|im_start|>user

How are you now?<|im_end|>"""

Complete: """{output}"""

SHSWHIE (Parameter-Efficient Fine-Tuning)

SRELMERLETIIIGENSR (REZLEFNRRES) , ERE2SHBNEHBRATEERERSNES . BRiE2HE
BRBEHEALR, INESMNESEHBEEREENERT, KIBRFEMERE.,

SEERE, BIRR PEFT, IRV EHETINIEESE, HEEEAMBOMINGSE, MMAKREIGHRE. Bl
R, PEFT BLET2SHMA, HRAMAINAESKRE LHERE, EEECEMATNEKRELE, HaEka.

PEFT AiEAIAD R =2, RANSENERNAREHNH1T T ESNER:
* Prefix/Prompt-Tuning: 7EAZEAVEIANIRERIN K NMERIMATIISRAOEILS tokens (IXLERIRBELLAIMN tokens, RIRET

#9 tokens) , RINKRXLRIZSE:

* Adapter-Tuning: JB/\IHENEERFERBATNFEENE—R, REMBANNHERIRITA adapter (EBER) , T
HESHBRN B RIIFILERRSE;
o LoRAMI: 5@ 35N SHAERIER A USRI B IERE W OB HERT, IS RIS HAERRIEIEBHL.
BRITHAESEE, ITRREFE LoRa, HEARERERGTUIGRNES IDBIN—TBE, M—TEEEBFENRE.

WERRFHMREETNGARE, RINGFEEEFEAS FHEEMB., MARRNBARHAEERE, BEMEBASTIIGFNENSRE
. SERMRIEETER, A/B EATEMBER, 528, KiESRENNEBEECBRI.
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BRlH g AESRE, TUBR&KIFNZ LoRa, HEARERERIGTUIGNEZ DIBIN—T B, M—NREBFEBREK.
NEHRHREEFGIRE, RINGRELEBFASFHENB, MERNBABLAERE, BEMEBASTHIFRENSHRE
. SEPFRMMIEERET, ABBATEMBRSI, 52ZHELE, KIESREMNNEBEECBRI.
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Figure 1: Our reparametriza-
tion. We only train A and B.
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Prompt-Tuning :
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XIFFHRUR

AESREESTERES RS LRRETIRA WEEN. BR, RERBANTRERIMLEINITH, FINEIEERER. B
KRB B, URFEAEN. RSUEOTRAMNZE. T LLM, BESREETET RTINS RE S ERHTIIE, B
RZIFALMENRHBFOER. HTERXEBIMTH, WHRRBHT AL, ERAFSRETHEBHEALNHE, B 5
ARTONGFERAE (FIELHR) TR, BERENSTREZRFENNE (FINARY, HIENLEY) . EFHAR
RPN FHATRESERMREE LREXNESRENBRAES, XEBXARPERAXI TR,

0x21 35F4mHE

- ARAM: BRREZASHNASAZYBFBRESALELDE. FESEAL, SFEA—SERN, XNEFERENRRHE
IAEXIREBREERIMEXERIIEEN, HRMHAENERE. BRNNERREZE,

o WM MZEAPRERIAR, MARIBERER. I, NESRETALNEASHRENTHELEXSEE, N
RAEMERNRENEDIRE, XREEETREENMNAIKTE (BIFTEHN 2EECSAME") .

o TEM: BRERNEEAMEATELHRENY, BREERSREEEMNREENENEEEE.,
0x22 EFAERIBAEAES (RLHF)

B RLHF, AREAIBARIBARRIBHTRMAES), MMAMAZLINTT, ARSRINTE,
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Decoder HREIAIAVE,

2. : FastChat is an open platform for training, serving, and evaluating large language
model based chatbots.

3. . BHEXUSVETERE., 55 LoRA. Prefix Tuning, P-Tuning. Prompt Tuning.
AdaLoRAZET5%.

4. . X3 PEFT B9¥RE , SZ#FAdpaterP, AdpaterH. Parallel E/57%,

5. D IEHEFRRSORER | RIS T AR,

6. : X ChatGLM-6B HTEEEIMIA.

7. : Phoenix-inst-chat-7b H3#&EY ( EFBLOOMZ ) RAMBIIG IR,

8. D BT LaMA BRSO 0D 145 TR R,

9. : BF LaMA RS SUGEFUISRAR AR IEEL,

10. : BF wamA FERPSUGETNISRARAREIERa0 S EE,

L HUAEIESE | https://zhuanlan.zhihu.com/p/620885226

R FFRARE
BEZAIHR, TREEEIIL:

- ChatGLM-6B: #&#&!thiit
. ChatYuan-large-v2: &8ttt

RIGEEZESorRY, FEPHEIBIERIBE]I%K:

- BloomZ: #&Ehit
. LLama: #&E#Lhit
- Flan-T5: 1&8HhiE
- OPT: f&Ehif
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Prompt Engineering : https://lilianweng.github.io/posts/2023-03-15-prompt-engineering/
COT : https://

Stanford Alpaca : An Instruction-following LLaMA Model



